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Abstract: Industrial dairy farms boast highly advanced health monitoring and disease diagnosis systems. But without 
easily accessible, user-friendly web platforms for real-time decision-making, most dairy farmers cannot proactively 
manage herd health management and optimize treatments based on disease prediction and prevention. To bridge this 
gap, we have developed a web application of a Decision support system (DSS) for dairy health management based 
on machine learning. The system architecture combines a Flask backend with a React frontend and scalable cloud 
data storage and includes preprocessing, data integration, predictive modelling, and cost analysis. DSS forecasts 
herd diseases with an accuracy 6.66 mean absolute error and 2.35 median absolute deviation across predictions. Its 
core predictive capabilities rely on long short-term memory (LSTM) neural networks to forecast disease progres-
sion from historical records and on a linear trend model to project cuts in treatment costs. The system calculates 
medication dosages and cost per disease, streamlines supplier selection, and simulates various treatment scenarios, 
thereby identifying high-cost diseases with potential savings. In other words, this DSS application processes disease 
and treatment data by incorporating veterinary records into advanced data analytics and neural networks, thereby 
predicting diseases, optimizing disease prevention and treatment strategies, and reducing costs. As such, this DSS 
application provides dairy farmers with a tool for strategic decision-making, veterinary treatment planning, and 
cost-effective disease management towards improving animal welfare and increasing milk yield.
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applications
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Managing dairy herd health reduces economic 
losses by improving animal welfare (von Keyserlingk 
and Weary 2017) and prevents diseases such 
as lameness and clinical mastitis (Kasna et al. 2023). 

Poor dairy cow health can significantly decrease 
reproduction (Vacek et al. 2007), milk yield and 
farm revenue (Bruijnis et al. 2013) while simultane-
ously increasing veterinary costs (Kossaibati and 
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Esslemont 1997). These issues may be mitigated 
through regular resilience and health monitor-
ing and preventive measures (LeBlanc et al. 2006) 
aimed at enhancing the herd performance (Ritter 
et al. 2021) using sustainable and precision live-
stock farming approaches. Therefore, modern farm 
dairy management requires sophisticated health 
monitoring and disease diagnosis systems for treat-
ment optimisation (Das et al. 2023). 

In this context, decision support systems (DSS) 
have emerged as crucial tools for disease monitor-
ing and diagnosis (Balhara et al. 2021), even pro-
viding actionable insights derived from real-time 
data analysis (Saro et al. 2024). Based on histori-
cal health records, in turn, DSSs also enable dairy 
farmers to optimise treatment protocols by reduc-
ing the antibiotic use (Alawneh et al. 2018) and 
to improve animal welfare by identifying the most 
effective husbandry systems (Ursinus et al. 2009). 
In dairy cow health management, DSSs further 
help farmers and veterinarians alike to make in-
formed decisions by leveraging advances in data 
science, machine learning (Slob et al. 2021), and 
web technologies. Case in point, incorporating sen-
sor (Simoni et al. 2024) and machine learning al-
gorithms (Dervic et al. 2024) into DSSs facilitates 
animal health management, including the detection 
of early signs of mastitis, lameness, and other com-
mon ailments. 

Beyond early disease onset detection, major ad-
vances in predictive analytics (Ferris et al. 2020) 
have spurred the development of dairy farming 
DSSs capable of forecasting disease outbreaks and 
health issues by integrating emerging artificial intel-
ligence (AI) technology (Vlaicu et al. 2024). Neural 
networks (Ufitikirezi et al. 2024) and other predic-
tive models have demonstrated the ability to proj-
ect health trends (Hunter et al. 2021) and to predict 
common disorders (Zhou et al. 2022) and disease 
risk (Lasser et al. 2021) in dairy cows based on past 
data. Providing real-time updates, web-based DSSs 
have made these tools more accessible to farmers 
by combining cloud computing with mobile ap-
plications (Dhifaoui et al. 2024). 

Notwithstanding these advances, predictive DSSs 
are implemented almost exclusively in industrial-
scale operations because they require substantial in-
frastructure, such as continuous data streams from 
sensors and external sources, in addition to sophis-
ticated integration tools (Alwadi et al. 2024). Most 
DSSs focus on monitoring key metrics, ranging from 

milk production to feed intake rather than predict-
ing health outcomes and incorporating AI or ma-
chine learning for disease prediction (Baldin et al. 
2021). Effectively integrating predictive DSS into 
daily farming routines requires web-based, user-
friendly interfaces and adaptable models.

Considering the above, we developed a DSS pro-
totype integrating dairy cow disease monitoring, 
treatment management, predictive analytics, and 
trend analysis into a comprehensive web application 
for dairy cow health management. The system aims 
at (i) enhancing disease detection by leveraging re-
al-time data and machine learning, (ii) optimising 
treatments by providing data-driven recommen-
dations, and (iii) predicting health trends by de-
ploying predictive models to forecast health issues 
and disease outbreaks. This web-based interface 
makes predictive DSS accessible to farmers and 
veterinarians whilst providing real-time updates 
and predictive trends.

MATERIAL AND METHODS

Data collection and description

To develop and test this DSS, veterinary records 
of dairy farm from western Bohemia collected for 
5 years were used. These records were sourced from 
farm management software, veterinary reports, and 
manual entries provided by the farm staff.

Each record contained the following key data 
points (Table 1). The data were divided into histori-
cal training data (for model building) and real-time 
data (for DSS testing). 

The main part of the dataset includes records 
of 52 infectious and non-infectious diseases out-
lined in Table 2. 

Data preprocessing

Prior to submitting data into the DSS, the raw 
dataset was pre-processed to ensure consistency 
and quality as follows: (i) Data cleaning: incom-
plete records (e.g. missing treatment or cost in-
formation) and duplicate entries were identified 
and removed from the dataset. (ii) Transformation: 
data were transformed into a time series, associat-
ing each disease incidence with a time index for 
outbreak prediction.
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Table 1. Summary of the attributes used in the dairy farm disease log, tracking disease incidence, treatments, and 
associated costs

Data Attribute Description
Occurrence date occurrence_date The date the disease was detected in the animal.
Disease disease The disease affecting the animal (e.g. mastitis).
Disease diagnosis code disease_diagnosis_code A specific code representing the diagnosis of the disease.

Treatment medication treatment_medication The name of the medication used to treat the disease  
(e.g. “NOROSTREP”).

Dosage dosage The amount of medication given to the animal during the treatment.
Total dosage total_dosage The total amount of medication given over the treatment period.
Medication supplier medication_supplier The supplier who provided the medication.
Medication cost medication_cost The cost of the medication per dosage or unit.

Treatment cost treatment_cost The total cost of the treatment, including medication  
and other expenses.

Farm location farm_location The physical location or farm where the animal is being treated.
Animal type animal_type The species or type of animal receiving the treatment (e.g, cow, calf ).
Animal ID animal_id A unique identifier for the animal (e.g. ear tag number).

attribute = variable name in the dataset for each field; data = name of each field related to a farm record; description = 
explanation of the contents of each field, covering disease incidence, treatment details, costs, location, and animal identifiers

Table 2. Monitored infectious and non-infectious diseases of dairy cows recorded on the study farm

Disease Mean 
per month

STD  
per month

Min occurrence 
per month

Max occurrence
 per month

Median occurrence 
per month

Escherichia coli 132 32.50 49 200 125
Bovine Herpes virus (BHV-1) 63.50 16.50 36 100 60
Intranasal 31.50 7.53 20 55 30.50
Vaccine 73.70 38.10 19 135 89
Abscess 0.97 2.83 0 14 0
Acidosis 0.05 0.29 0 2 0
Minor injuries 0.17 0.64 0 4 0
Dermatitis 0.20 0.86 0 6 0
Abomasal displacement 0.52 1.35 0 7 0
Uterine disease 8.37 10.60 0 40 1.50
Endometritis 9.63 11.60 0 43 3
Phlegmon 2.35 3.70 0 14 0
Coccidiosis 31.40 11.20 18 62 38
Colic 0.02 0.13 0 1 0
Blood in milk 0.12 0.42 0 2 0
Haemorrhage 0.17 0.56 0 3 0
Mastitis 0.37 1.31 0 8 0
Mastitis left front teat 110 70.60 19 339 92
Mastitis left rear teat 48.60 59.70 0 247 22.50
Mastitis right front teat 44.50 55.50 0 291 25.50
Mastitis right rear teat 41 47.40 0 181 23.50
Metabolic disorder 13.60 10.60 0 40 11.50
Foot rot 13.80 8.69 2 41 12
Nerve injury 0.23 0.85 0 6 0
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Decision support system (DSS)

The DSS implemented in this study integrates 
both data-driven and model-driven approaches. 
It utilises historical veterinary data to predict dis-
ease outbreaks and assist farmers in making proac-
tive health management decisions for their herds. 
The user interface of the system was designed with 
simplicity in mind, ensuring accessibility for users 
with varying levels of technical expertise, while still 
offering powerful analytical tools through machine 
learning models, such as LSTM networks.

RESULTS

Design of the decision support system 
for herd health

The DSS prototype developed in this study was 
implemented using Flask, a Python web framework, 
leveraging several libraries for data processing and 
machine learning. This DSS processes veterinary 
records from a farm, primarily focused on treat-
ments. Providing functionalities for managing data 
on treatments, the system predicts trends using 

Disease Mean  
per month

STD  
per month

Min occurrence 
per month

Max occurrence
 per month

Median occurrence 
per month

Other 15.50 48.40 0 374 4.50
Limb oedema 13.50 14.60 0 74 8.50
Udder oedema 0.07 0.31 0 2 0
Jaw swelling 1.37 3.73 0 25 0
Hoof disease 3.20 3.91 0 17 1.50
Peritonitis 0.58 2.11 0 13 0
Hypothermia 0.05 0.39 0 3 0
Postpartum sepsis 0.23 1.57 0 12 0
Eye injury 0.88 1.76 0 8 0
Teat injury 0.25 0.97 0 6 0
Postpartum uterine torn 0.37 1.12 0 5 0
Superficial injury 0.28 1.08 0 5 0
Prevention 1.58 11.20 0 87 0
Diarrhoea 47.60 31.30 0 149 40.50
Umbilical hernia 0.10 0.54 0 3 0
Reproductive disorder 355 52.80 216 471 357
Respiratory disease 27.60 30.20 1 130 17
Fever 21.50 19.60 0 80 15
Postpartum fever 7.10 4.32 0 19 6.50
Gastrointestinal disorder 0.90 2.78 0 15 0
Tympany 0.75 2.21 0 12 0
Downer cow 1.62 2.73 0 13 0
High somatic cell count 1.17 5.72 0 40 0
Retained placenta 3.67 3.18 0 13 2.50
Drying-off 44.7 8.31 30 69 46
Navel inflammation 7.33 6.12 0 32 7.50
Conjunctivitis 0.15 0.66 0 3 0
Pneumonia 0.63 2.78 0 18 0

disease = name of the disease analysed; max incidence per month = highest monthly number of disease events; mean 
per month = average monthly incidence; median incidence per month = middle value of monthly disease events; min 
incidence per month = lowest monthly number of disease events; STD per month = variation in the incidence of the 
disease from the average of disease incidence

Table 2. to be continued
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long short-term memory (LSTM) neural networks 
and analysing linear trends (Figure 1). 

Architecture of the decision support system 
for herd health

The DSS was designed to optimize animal treat-
ment by leveraging modern web technologies with 
machine learning. The DSS architecture integrates 
machine learning with farm management systems 
to support decision-making on disease treatment 
and cost management. Its architecture consists 
of the following components:

Backend. Implemented using Flask, this compo-
nent handles data processing and model training 
and runs predictions.

Frontend. Built using React, a JavaScript library; this 
component provides dairy farmers with a user-friend-
ly interface to upload data, view statistical trends, 
access predictions, and receive recommendations. 
Together with the backend, the frontend integrates 
pre-processed data into an Azure web application, 
where Flask manages backend operations, and React 
serves as the thick client for user interactions. 

Data storage system. Microsoft Azure’s cloud 
storage provides a robust and scalable infrastruc-
ture for storing, processing and managing large 
datasets, ensuring scalability.

Machine learning. Trained on the historical dis-
ease data to predict diseases and to calculate op-
timal treatment costs, the core predictive models 
of this DSS are built using LSTM neural networks 
for time-series forecasting. 

As shown in Figure 2, the DSS dashboard pro-
vides real-time insights into health monitoring, 
disease predictions, medication costs, and supplier 
comparisons, all through a user-friendly interface 
designed for efficient herd health management.

Data flow in the decision support system for 
herd health

Designed to optimise disease treatments and treat-
ment costs at the herd level from a dairy farm, the 

DSS
Model system

DSS
User interface

React thick
client

Dairy farmer

Modul prediction
disease occurance

Modul calculation
the most expensive 

diseases

Modul for 
medication 

supplier selection

Modul of analysis 
of disease cost

Dairy
disease

occurance

Treatment
costs

Medication 
supplier

DSS database

Figure 1. Architecture for dairy health management 
decision support system (DSS)

Figure 2. Dashboard screen of the decision support system (DSS) web application

Figure 2
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DSS begins by extracting raw data on diseases and 
associated treatments from records of the dairy farm 
to create a comprehensive map, including price and 
supplier information on each treatment. Raw data 
undergo preprocessing steps, such as cleaning and 
normalisation, to ensure that they are suitable for 
DSS processing. Using Flask for backend operations, 
the pre-processed data are then integrated into 
a Microsoft Azure web application and compiled 
into historical time series data for both diseases and 
treatments, providing the basis for predictive model-
ling. The backend system communicates with a thick 
client developed using React to create an interactive 
and dynamic user interface for dairy farmer, enabling 
to input and analyse data, view trends, and interact 
with the system (Figure 3). 

At the core of the DSS lie the modules which 
analyse the processed data to provide actionable in-
sights, predictions and recommendations. The DSS 
employs machine learning through LSTM neural 
networks. Using LSTM neural networks, the DSS 
predicts diseases for upcoming periods and cal-
culates linear trends over specific intervals. These 
data are a basis for calculations of treatment doses 
required for predicted disease levels. For each dis-
ease, treatment costs are subsequently computed 
per suppliers, enabling the DSS to identify the most 
cost-effective ones among the current and potential 
suppliers by adding total treatment expenses across 
all diseases. Optimal suppliers are then selected 
based on minimal total cost, ensuring cost-effective 
treatment provisioning.

Creating different scenarios is allowed to as-
sess cost impacts under different conditions. This 
process involves identifying high-cost treatments 
to  target potential savings and calculating cost 
reductions from decreasing a high-incidence dis-
ease through preventive measures and alternative 
medications. A linear trend model is applied to pro-
ject the number of treatments reduced over time, 
contributing to long-term budgeting and strategic 

planning. Ultimately, the DSS integrates predictive 
modelling, cost analysis, and scenario simulations, 
providing efficient and economical treatment strat-
egies for disease management (Figure 4).

Figure 3. Schematic diagram of the data flow in the decision support system (DSS) web application for diary diseases

Dairy
disease 

data

Preprocess dairy disease data Web application 
Flask Python Backend

Thick client – 
React Dairy farmer

Flask

Extract 
diseases and 
treatments

Calculate 
treatment costs 

for each 
supplier

Identify most 
expensive 

treatments

Map tretments 
to diseases, 
prices and  
suppliers

Sum treatment
costs by disease

Calculate 
saving from 
decreasing 
treatments

Create 
historical data 

series

Predict the 
number of 

diseases using 
LSTM

Calculate 
required 

treatment 
doses

Calculate total 
treatment cost 

per supplier

Select optimal 
supplier  

(lowest total 
cost)

Simulate treat-
ment scenarios 

(adjust quantities)

Predict the 
decrease in 
the number 
of treatmens 
(linear trend)

End

Figure 4. Diagram of all modules calculation in the deci-
sion support system (DSS) web application for dairy dis-
ease records
LSTM = long short-term memory

Start

Figure 2
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Mathematical models in the decision 
support system for herd health

In this section, we define the key variables used 
in the mathematical models of the DSS for herd 
health, including diseases, medications, time pe-
riods, and suppliers, which form the basis for op-
timising treatment strategies and procurement 
processes.

Disease k = 1, …, K; where K is the total number 
of diseases.

Medication m = 1, …, M; where M is the total 
number of used medications.

Time periods t = 1, …, T; where T is the total 
number of past time periods.

Suppliers s = 1, …, S; where S is the total number 
of suppliers, and the current supplier has index 1.

Figure 5 displays a screenshot of the web appli-
cation showcasing the medication price delivery 
feature. The interface provides users with real-
time pricing information from various suppliers, 
allowing for comparison and selection of the most 
cost-effective options. The layout is  designed 
to streamline the decision-making process regard-
ing medication procurement.

Disease prediction using a neural network. The 
disease prediction is a core task of  the DSS for 
herd health management. For each disease k, the 

LSTM neural network predicts the number of dis-
ease events for the period t + 1 based on past data:

y f y y yt
k

t
k

t
k k

( ) ( )( , , ..., )� ��1 1 1 				   (1)

where:

f y y yt
k

t
k k( , , ..., )( )−1 1 – the LSTM neural network function 

that maps past data to the predic-
tion. LSTM neural network was 
implemented using the Tensor-
Flow/Keras Python library;

yk
t + 1		              – the predicted number of events 

of disease k in the period t + 1;
y y yt

k
t
k k, , ...,( )−1 1       – past data on disease k at  time t, 

t–1…,1;
t                               – the current time period t + 1 the 

next predicted time period;
k 			        – index representing a specific disease. 

In the implemented LSTM model for disease pre-
diction, the training parameters are as follows: the 
model uses a batch size of 1 and is trained for 1 ep-
och. The optimiser used is Adam, which is com-
monly employed for time series forecasting tasks 
due to its efficiency and adaptability. The learning 
rate is set to the default value used by Adam, which 
is 0.001. The training data is divided into a training 

Figure 5. Medication price delivery – screenshot of the web application

Figure 2



509

Original Paper	 Czech Journal of Animal Science, 69, 2024 (12): 502–515

https://doi.org/10.17221/178/2024-CJAS

set and a testing set, with the latter used for validat-
ing the predictive performance of the model. Data 
preprocessing involves scaling the time series data 
using MinMaxScaler (a Python library that scales 
each feature to a specified range) to normalise the 
values to normalise the values between 0 and 1, 
followed by the creation of sequences for training. 
The performance of the model is evaluated using 
the mean absolute error (MAE), and predictions 
are generated for a forecast length of 20% of the 
dataset.

Using this formula, the model predicts disease 
incidence based on patterns in historical data. 

The screen in Figure 6 displays the disease predic-
tion results, showing metabolic disorders.

Figure 7 shows disease predictions for the up-
coming months, utilising an LSTM neural network. 
The model forecasts the expected incidence of vari-
ous diseases, providing a month-by-month outlook. 
This visual representation helps in understanding 
potential disease trends and planning preventive 
measures accordingly.

Linear trend of disease incidence development. 
To show the direction of the development of disease 
incidence, the linear trend for data yk

t ,  yk
t – 1, ...,  yk

1 sup-
posed the following formula whose parameters are 

Figure 6. Disease prediction using an long short-term memory (LSTM) neural network – metabolic disorders

Figure 7. Disease predictions for the following months 

obrazek

Obrazek 7
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estimated by the least squares method. The model 
was computed using the scikit-learn library:

y jj
k k k� � �� �

					   
(2)

where:
yk

j  		         –  the (predicted) incidence of disease k for 
the period j; 

αk                 – the intercept term for disease k, repre-
senting the starting or baseline level of 
the disease;

βk 		         – the slope, indicating the rate of change 
in disease k over time; a positive βk sug-
gests an increasing trend, while a nega-
tive βk suggests a decreasing trend;

j = 1, 2, …, t   – time indices. 

Calculation of medication doses for predicted 
disease incidence in period. The predicted dose 
of medication for treating disease k in the herd 
in period is calculated as a proportional function 
of the medication doses:
d r ym t

k
m
k

t
k

( , ) ( )� �� �1 1
				    (3)

where:
d m t

k
( , )+1  	 – the dose of medication m required for dis-

ease k in the period t + 1; 
rk

m           – the proportion of medication m needed to 
treat disease k;

yk
t + 1 		  – the predicted number of events of disease 

in the period t + 1 Equation (1);
m 		  – a type of medication;
k 		  – a specific disease.

This calculation determines the dosage of each 
medication m required to treat the predicted events 
of disease k.

Dose prediction using a linear trend. Assuming 
the linear trend of the development of disease k 
through treatment for the next period, the model 
predicts the trend of that development according 
to the following formula whose parameters are es-
timated by the least squares method:

d tm t
k k k
( , ) � � �� � 				    (4)

where:
dk

m, t     – number of  treatments of  disease k for the 
period t;

γk          – intercept term for disease k, representing the 
starting or baseline level of the disease;

δk             – slope, indicating the rate of change in disease k 

over time; a positive δk suggests an increasing 
trend, while a negative δk suggests a decreas-
ing trend,

t  	      – time period t, t – 1, … , 1.
 

Scenario simulation with predicted values. For 
creating scenarios, when we assume a decrease 
or an increase in the disease incidence by the step 
of 5%, we use the following formula:
y x y xt

k
t
k( ) ( )( ) ( )� �� � �1 1 1 				    (5)

where:
y x t

k( )( )+1            – prediction for the number of events 
of disease k under the scenario x%;

y x yt
k

t
k( )( ) ( )� ��1 1  – predicted number of events of disease 

k Equation (1);
x ∈ {–0.2, –0.15, –0.1, –0.05, 0, 0.05, 0.1, 0.15, 0.2} 
		             – % change applied to the prediction.

This formula models eight new scenarios by ad-
justing the predicted disease incidence.

Calculation of expected medication costs. The 
total cost of treating disease k with all necessary 
medication m ∈ {1, …, M} from the current sup-
plier s = 1 in period t + 1 is calculated as follows:

C d ps
k

m t
k

m s
m M

� ��
�� �
� ( )( , ) ,

, ...,
1

1
			   (6)

where:
Ck

s 	     – the expected total cost of treating disease k 
with all medication from supplier s;

d(m, t + 1)  – the dose of medication m required for dis-
ease k (3);

pm, s 	      – the price of medication m from supplier s,
m 	      – medication;
s 	      – the current supplier.

This calculation aggregates the costs of all med-
ications needed to treat disease k with products 
from supplier s and can be used for each supplier.

Calculation of total expected medication costs. 
The total cost of all diseases treated with medica-
tions from the current supplier s = 1 in the period  
t + 1 is calculated by summing the costs of all dis-
eases:

CT Cs s
k

k

K

�
�
�

1
					     (7)

where:
CTs 	 – the total cost of treating all diseases with medi-

cation from supplier s;
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Ck
s 	 – the cost of treating disease with medication from 

supplier s (4);
k 	 – disease;
s = 1   – the current supplier.

This calculation can be used for each supplier.
The most expensive diseases and savings from de-

creased incidence. The most expensive disease k* 
for supplier s is the disease with the highest cost:

k C maxCs
k

k s
k� � �: ( ) 				    (8)

where:
Ck

s 	 – the cost of treating disease with medication from 
supplier s(4);

k 	 – disease;
k* 	 – the disease with the maximum treatment cost;
s = 1   – the current supplier.

The savings from decreasing the incidence of dis-
ease k are calculated as the difference between the 
cost of current and reduced disease incidence:

�C C xs
k

s
k� � 					     (9)

where:
∆Cs

k 	    – cost savings from reducing the incidence of  
disease k;

Ck
s	    – the original cost of treating disease k with 

medication from supplier j;
x ∈ {–0.2, –0.15, –0.1, –0.05, 0, 0.05, 0.1, 0.15, 0.2}
	     – the % change applied to the prediction.

The disease with the highest potential savings 
from its decreased incidence is identified by max-
imising the cost difference:

l C Cs
l

k

k
j

� �: *� �max 			   (10)

where:
l*	  – the disease with the maximum potential savings;
∆C j

k   – the cost cut resulting from reducing the inci-
dence of disease k with medication from sup-
plier s.

This expression identifies the disease l* with the 
highest potential for cost savings by maximising 
the difference in costs after reducing the incidence 
of l*. 

Figure 8 illustrates the disease price scenario, 
depicting the projected costs associated with vari-
ous diseases. The chart or table showcases differ-
ent scenarios, factoring the variables such as disease 
prevalence and medication costs. This visualisation 
aids in comparing the financial impact of managing 
different diseases, helping users to optimise their 
resource allocation and reduce overall expenses. The 
disease price scenario is illustrated in Figure 8, high-
lighting projected costs for various diseases based 
on prevalence and medication expenses, aiding in fi-
nancial comparison and resource optimisation.

Cost savings by disease are shown in Figure 9, dem-
onstrating how targeted interventions or optimised 

Figure

Figure 8. Disease 
price scenario



512

Original Paper	 Czech Journal of Animal Science, 69, 2024 (12): 502–515

https://doi.org/10.17221/178/2024-CJAS

treatments lead to significant financial benefits and 
support effective cost management.

Calculation of expected medication costs for the 
cheapest supplier. Using the formula (7) the to-
tal treatment cost is calculated for each supplier. 
The best supplier s* is then selected minimising the 
total cost:
s CT CTs s s

*: � �min 			   (11)

where:
s* – the supplier with maximum potential savings;
CTs – the total cost of treating supplier s (4);
s – supplier.

Provider cost scenarios by disease are shown 
in Figure 10, comparing expenses from different 
suppliers. This helps evaluate cost variations and 
identify the most economical options for managing 
various diseases.

DSS accuracy

The accuracy of the neural network in Table 3 
was assessed using the mean absolute error (MAE) 
for predicting various dairy cow diseases at  the 
herd level. Across all predictions, MAE was 6.66, 

 obazek

Figure 9. Cost sav-
ings by disease

Figure 10. Provider cost scenarios by disease 

obrazek
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indicating the overall average difference between 
predicted and actual values. The median absolute 
deviation (MAD) was 4.69, suggesting that most 
predictions had a lower deviation than the mean. 
These results demonstrate that our neural network 
effectively predicts the disease incidence although 
some predictions show higher deviations, most like-
ly due to the complexity of specific disease patterns.

DISCUSSION

We have developed a DSS web application with 
an integrated LSTM neural network for herd-level 
disease prediction and veterinary treatment plan-
ning. The key capabilities of this system include 
uploading and managing Excel files containing 
veterinary treatment records, extracting medi-
cation and diagnosis lists, performing statistical 
analysis of treatment data, predicting disease in-
cidence, and calculating linear trends for disease 
data over various periods. The endpoints support 
operations, such as file management, treatment 
and disease management, statistical analysis, 
disease predictions, and trend analysis, provid-
ing comprehensive support for herd-level veteri-
nary record management and decision-making 
on a dairy farm. Our DSS prototype optimises 
cost management using predictive data, helping 
farmers to plan expenses and select suppliers, 
which is essential for farms with limited resourc-
es. This approach bridges the knowledge gap be-
tween animal health and economics (af Sandeberg 
et al. 2023).

Table 3. Accuracy of  disease prediction using the long 
short-term memory (LSTM) neural network

Disease MAE 
per month

MAD
per month

Escherichia coli 21.51 17.44
BHV-1 11.68 11.88
Intranasal 6.37 4.02
Vaccine 11.38 5.54
Abscess 2.82 3.93
Acidosis 0.01 0
Minor injuries 0.84 1.19
Dermatitis 0.70 1.54
Abomasal displacement 0.54 0.31
Uterine disease 4.70 2.97
Endometritis 7.01 4.56
Phlegmon 2.01 0.43
Coccidiosis 10.33 3
Colic 0.02 0
Blood in milk 0.14 0
Haemorrhage 0.18 0.01
Mastitis 1.55 2.35
Mastitis left front teat 51.16 21.83
Mastitis left rear teat 17.34 9.26
Mastitis right front teat 14.44 6.31
Mastitis right rear teat 10.18 6.76
Metabolic disorder 7.47 6.63
Foot rot 6.90 3.80
Nerve injury 0.22 0.23
Other 9.02 6.87
Limb oedema 10.36 6.73
Udder oedema 0.04 0
Jaw swelling 2.57 2.25
Hoof disease 3.12 3.57
Peritonitis 1.78 1.06
Hypothermia 0.06 0
Postpartum sepsis 0.35 0.47
Eye injury 2.16 2.29
Teat injury 0.42 0.38
Postpartum uterine torn 0.40 0.37
Superficial injury 0.40 0.02
Prevention 1.10 0
Diarrhoea 29.99 22.94
Umbilical hernia 0.06 0
Reproductive disorder 32.84 31.51
Respiratory disease 20.02 27.95
Fever 17.65 11.21
Postpartum fever 3.11 2.54
Gastrointestinal disorder 1.26 0.09

Disease MAE 
per month

MAD
per month

Tympany 0.88 0.25
Downer cow 1.41 0.52
High somatic cell count 0.36 0
Retained placenta 2.64 1.85
Drying-off 7.77 2.70
Navel inflammation 6 3.57
Conjunctivitis 0.08 0
Pneumonia 1.03 0.97

BHV-1 = bovine herpes virus; disease = name of the dis-
ease predicted; MAD = mean absolute deviation, the aver-
age deviation from the mean monthly incidence, showing 
variability; MAE = mean absolute error, the average error 
in monthly disease predictions; .
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Leveraging time-series data for forecasting, this 
system empowers dairy farmers with an easily ac-
cessible tool for proactive and cost-efficient manage-
ment of herd health in contrast to previous systems 
focused on individual animals, such as those uti-
lising artificial neural networks (ANN) for mastitis 
detection or recurrent neural networks (RNN) for 
reproductive cycle prediction. For instance, ANN-
based systems have proved effective in detecting 
mastitis using sensor data (Sun et al. 2010), but our 
LSTM model optimises treatment strategies and 
costs at the herd level, providing broader scalability 
and greater economic benefits for dairy operations. 
LSTM models are especially effective for time-series 
predictions, including forecasting disease outbreaks 
(e.g. influenza) in public health, which can also 
be applied to predict disease trends in dairy herds 
(Amendolara et al. 2023). This approach supports 
resource optimization, reduces medication usage, 
and improves overall herd health outcomes by an-
ticipating future disease patterns and enabling better 
preparation for potential outbreaks.

Despite these advantages, some limitations re-
main. Our system relies on  the availability and 
quality of the historical data, which may affect its 
predictive accuracy. Moreover, environmental fac-
tors, such as weather conditions and farm-specific 
practices, may affect disease incidence, but they are 
not yet incorporated into the model. Future itera-
tions of this DSS prototype should improve the sys-
tem by  integrating such data and expanding its 
predictive capabilities to a wider range of diseases.

Although the DSS developed in this study offers 
strategic decision support on a herd level (Cabrera 
2021), this assistant is provided without requiring 
a big data warehouse solution for storage manage-
ment. This herd-wide approach is advantageous 
not only in providing a comprehensive view of dis-
ease prevalence across a farm but also in support-
ing farms with limited budgets (Steeneveld and 
Hogeveen 2015). Those farms often lack access 
to  sensor technology commonly used in preci-
sion livestock farming. By implementing machine 
learning algorithms like LSTM, the system enables 
dairy farmers to predict diseases relatively accu-
rately by sharing herd health management insights 
with no need for a high financial investment in on-
animal sensors (Steeneveld et al. 2017). 

The applicability of this system is further rein-
forced by its adaptability across various livestock 
species, such as pigs and poultry in providing ap-

propriate time-series data for disease incidence 
and medication costs. Additionally, our application 
incorporates a new UX design aimed at simplicity. 
Thanks to this design, users without advanced tech-
nical skills can intuitively navigate the application, 
which is crucial for DSS web applications, as shown 
in the development of DSS Dairy Brain (Ferris et al. 
2020). Ease of use and intuitive navigation are criti-
cal for fostering the adoption of DSS tools by dairy 
farmers, regardless of their level of technical ex-
pertise (Baldin et al. 2021).

CONCLUSION

The DSS prototype developed in  this study 
to manage dairy disease data may enhance farm 
management practices. By offering robust data 
management, detailed statistical analysis, accurate 
predictive analytics, and insightful trend analysis, 
the system supports informed decision-making. 
These capabilities may improve animal health and 
overall farm productivity, showcasing the potential 
of DSS in modern dairy farming.

Conflict of interest

The authors declare no conflict of interest.

REFERENCES 

af Sandeberg A, Bage R, Nyman A-K, Agenas S, Hansson H. 
Review: Linking animal health measures in dairy cows 
to farm-level economic outcomes: A systematic literature 
mapping. Animal. 2023 Oct;17(10):100971.

Alawneh JI, Henning J, Olchowy TWJ. Functionality and 
interfaces of a herd health decision support system for 
practising dairy cattle veterinarians in New Zealand. 
Front Vet Sci. 2018 Feb 23;5:21.

Alwadi M, Alwadi A, Chetty G, Alnaimi J. Smart dairy farming 
for predicting milk production yield based on deep machine 
learning. Int J Inf Technol. 2024 Jul 25;16(7):4181-90.

Amendolara AB, Sant D, Rotstein HG, Fortune E. LSTM-
based recurrent neural network provides effective short-
term flu forecasting. BMC Public Health. 2023 Sep 14; 
23(1):1788.

Baldin M, Breunig T, Cue R, De Vries A, Doornink M, Dreve-
nak J, Fourdraine R, George R, Goodling R, Greenfield R, 
Jorgensen MW, Lenkaitis A, Reinemann D, Saha  A, 



515

Original Paper	 Czech Journal of Animal Science, 69, 2024 (12): 502–515

https://doi.org/10.17221/178/2024-CJAS

Sankaraiah C, Shahinfar S, Siberski C, Wade KM, Zhang F, 
Fadul-Pacheco L, Wangen S, da Silva TE, Cabrera VE. In-
tegrated decision support systems (IDSS) for dairy farming: 
A discussion on how to improve their sustained adoption. 
Animals (Basel). 2021 Jun 3;11(7):2025.

Balhara S, Singh RP, Ruhil AP. Data mining and decision 
support systems for efficient dairy production. Vet World. 
2021 May 22;14(5):1258-62.

Bruijnis MRN, Hogeveen H, Stassen EN. Measures to improve 
dairy cow foot health: Consequences for farmer income 
and dairy cow welfare. Animal. 2013 Jan;7(1):167-75.

Cabrera VE. Data-driven decision support tools in dairy 
herd health. University of Wisconsin-Madison, USA. 
2021. p. 101-18. 

Das S, Shaji A, Nain D, Singha S, Karunakaran M, Baithalu 
RK. Precision technologies for the management of repro-
duction in dairy cows. Trop Anim Health Prod. 2023 
Aug 4;55(5):286.

Dervic E, Matzhold C, Egger-Danner C, Steininger F, 
Klimek P. Improving lameness detection in cows: A ma-
chine learning algorithm application. J Dairy Sci. 2024 
Sep 27;107(8):6052-64.

Dhifaoui S, Houaidia C, Saidane LA. Computing paradigms 
for smart farming in the era of drones: A systematic re-
view. Ann Telecommun. 2024 Feb;79(1):35-59.

Ferris MC, Christensen A, Wangen SR. Symposium review: 
Dairy brain – Informing decisions on dairy farms using 
data analytics. J Dairy Sci. 2020 Apr;103(4):3874-81.

Hunter LB, Baten A, Haskell MJ, Langford FM, O’Connor C, 
Webster JR, Stafford K. Machine learning prediction 
of sleep stages in dairy cows from heart rate and muscle 
activity measures. Sci Rep. 2021 May 25;11(1):10938.

Kasna E, Zavadilova L, Krupova Z, Slosarkova S, Fleischer P. 
The most common reproductive disorders of cows in Hol-
stein cattle breeding. Czech J Anim Sci. 2023 Dec 1; 
68(11):433-42.

Kossaibati MA, Esslemont RJ. The costs of production dis-
eases in dairy herds in England. Vet J. 1997 Jul;154(1):41-51.

Lasser J, Matzhold C, Egger-Danner C, Fuerst-Waltl B, 
Steininger F, Wittek T, Klimek P. Integrating diverse data 
sources to predict disease risk in dairy cattle – A machine 
learning approach. J Anim Sci. 2021 Oct 18;99(11):1-14.

LeBlanc SJ, Lissemore KD, Kelton DF, Duffield TF, Les-
lie KE. Major advances in disease prevention in dairy 
cattle. J Dairy Sci. 2006 Apr;89(4):1267-79.

Ritter C, Dorrestein L, Kelton DF, Barkema HW. Herd 
health and production management visits on Canadian 
dairy cattle farms: Structure, goals, and topics discussed. 
J Dairy Sci. 2021 Jul;104(7):7996-8008.

Saro J, Stadnik L, Blahova P, Huguet S, Brozova H, Duch-
acek J. A decision support system based on disease scor-

ing enables dairy farmers to proactively improve herd 
health. Czech J Anim Sci. 2024 May 31;69(5):165-77.

Simoni A, Konig F, Weimar K, Hancock A, Wunderlich C, 
Klawitter M, Breuer T, Drillich M, Iwersen M. Evaluation 
of sensor-based health monitoring in dairy cows: Exploit-
ing rumination times for health alerts around parturition. 
J Dairy Sci. 2024 Aug;107(8):6052-64.

Slob N, Catal C, Kassahun A. Application of machine learn-
ing to improve dairy farm management: A systematic 
literature review. Prev Vet Med. 2021 Feb;187:105237.

Steeneveld W, Hogeveen H. Characterization of Dutch dairy 
farms using sensor systems for cow management. J Dairy 
Sci. 2015 Jan;98(1):709-17.

Steeneveld W, Rutten CJ, Oude Lansink AGJM, Hogeveen H. 
Why not investing in sensors is logical for dairy farmers. 
8th European Conference on Precision Livestock Farming; 
2017 Sep 12–14; Nantes, France; p. 55-65.

Sun Z, Samarasinghe S, Jago J. Detection of mastitis and its 
stage of progression by automatic milking systems using 
artificial neural networks. J Dairy Res. 2010 May;77(2): 
168-75.

Ursinus WW, Schepers F, de Mol RM, Bracke MBM, 
Metz JHM, Groot Koerkamp PWG. COWEL: A decision 
support system to assess welfare of husbandry systems 
for dairy cattle. Anim Welf. 2009 Nov;18(4):395-408.

Ufitikirezi JDM, Bumbalek R, Zoubek T, Bartos P, Havelka Z, 
Kresan J, Stehlik R, Kunes R, Olsan P, Strob M, Um-
urungi SN, Cerny P, Otahal M, Smutny L. Enhancing 
cattle production and management through convolu-
tional neural networks. A review. Czech J Anim Sci. 2024 
Sep 12;69(3):75-88.

Vacek M, Stadnik L, Stipkova M. Relationships between the 
incidence of health disorders and the reproduction traits 
of Holstein cows in the Czech Republic. Czech J Anim 
Sci. 2007 Aug 31;52(8):227-35.

Vlaicu PA, Gras MA, Untea AE, Lefter NA, Rotar MC. Ad-
vancing livestock technology: Intelligent systemisation 
for enhanced productivity, welfare, and sustainability. 
AgriEngineering. 2024 May 28;6(2):1479-96.

von Keyserlingk MAG, Weary DM. A 100-year review: 
Animal welfare in the Journal of Dairy Science – The first 
100 years. J Dairy Sci. 2017 Dec;100(12):10432-44.

Zhou X, Xu C, Wang H, Xu W, Zhao Z, Chen M, Jia B, 
Huang B. The early prediction of common disorders 
in dairy cows monitored by automatic systems with ma-
chine learning algorithms. Animals. 2022 May  12; 
12(10):1251.

Received: October 29, 2024 
Accepted: December 6, 2024 

Published online: December 23, 2024


