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The Old Kladruber horse is the most important 
Czech genetic resource. It was established by the 
end of the 18th and the onset of the 19th century. The 
breed existing today is a warmblood created on the 
basis of Old Spanish and Old Italian horses and it 
has been  bred continuously in the Czech Republic 
for more than two hundred years. The breed is a 
robust carriage (coach) horse, which was originally 
used for ceremonial purposes by the Habsburg em-
perors and the clerical hierarchy. The population 
was closed against gene immigration from related 
breeds of Old Spanish origin in 1992. Due to im-
perial tradition, the breed consists of a grey and a 
black variety.

A linear-type description is routinely used mainly 
in cattle, where a number of analyses were pre-

formed (Brothostone, 1994; Veselá et al., 2005; 
Bouška et al., 2008). Body conformation in the 
horse was evaluated first by a scoring system, while 
a linear-type description was introduced later. The 
linear-type description and description of the mor-
phological structure in horse breeds were studied 
e.g. by Jakubec et al. (1999, 2007) in Old Kladruber 
horses, Vostrý et al. (2011b) in Czech cold-blooded 
horses, Pretorius et al. (2004) in Friesian horses, 
Zechner et al. (2001) and Baban et al. (1998) in 
Lipizzan horses, Molina et al. (1999) in Andalusian 
horses, Samoré et al. (1997) in the Hafling breed, 
Hartman et al. (1994) in riding horses, and by Van 
Bergen and Van Averdonk (1993) in Shetland po-
nies. Koenen et al. (1994) investigated the relation-
ship between body conformation and performance 
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in Dutch Warmblood riding horses. Estimations of 
genetic parameters in horses were also studied by 
Bokor et al. (2007) who concentrated on possibili-
ties of selection in racehorses.

Understanding relations among morphologic 
traits, i.e. their interdependence (correlation coef-
ficients) is very important in animal breeding so as to 
determine the breeding criteria and possible breed-
ing response of selection programmes. Knowledge of 
genetic structure and variability of traits are priceless 
for further decisions which traits should be included 
in the selection process. Selection of important traits 
and constructing of the selective index generated e.g. 
Park et al. (2011) or Sokolović et al. (2011).

The objective of our study was the selection of 
important conformation traits and reduction in the 
number of described characteristics from the pre-
sent 36 to 24 traits. The reduction in the number of 
evaluated traits was intentionally illustrated on the 
Old Kladruber breed with regard to a high number of 
described traits and a lower number of individuals, 
taking into account lower calculation requirements.

MATERIAL AND METHODS

Data

The data analysis was based on the genetic cor-
relation matrix and coefficients of heritability of the 
36 traits (Vostrý et al., 2011a). The set for genetic 
parameters and genetic correlations comprised 
977 individuals recorded over a period of 16 years 
(1990–2006). Repeated measurements of 40% of 
the animals were included in the database (1390 
observations in total). Repeated measurements were 
also included in the analysis of the random effect of 
an animal’s permanent environment.

For the estimation of genetic variance and ge-
netic covariance between all the traits BLUP animal 
model was used:

y = Xb + Za + Wpe + e

where:
y 	 = vector of observations of the linear description
b 	 = vector of fixed effects (colour variant (white, 

black), breed (National stud, private herds), sex 
(stallions and mares), age at description (1, ..., ≥ 8),  
year of description (m = 1995, ..., 2006), breed × 
colour variant interaction (1, ..., 4)

a 	 = vector of random additive genetic effects
pe 	 = vector of random permanent environmental 

effects
e 	 = vector of random errors
X, Z, W 	= incidence matrices associated with b, u and pe, 

respectively

For more information on estimation of genetic 
parameters and genetic correlation see Vostrý et 
al. (2011a).

The traits were included in the following four 
categories:
(1) Front: height at withers (HW) (transformed 

from measured values), heftiness (HF), head 
profile (HP), neck length (NL), neck tether-
ing (NTe), neck topside (NTo), withers length 
(WL), withers height (WH)

(2) Body: topline length (TL), topline vault (TV), 
loin length (LL), loin vault (LV), shoulder length 
(SL), shoulder slope (SS), chest girl (ChG), chest 
length (ChL), chest width (ChW), chest depth 
(ChD), breast width (BW)

(3) Rear: croup length (CrL), croup width (CrW), 
croup shape (CrS), croup profile (CrP), tail 
tethering (TT)

(4) Limbs: forelimbs - front view (FlFV), forelimbs  
side view (FiSV), foretoe side view (FtSv), fore-
toe length (FtL), forehoof side view (FhSV), 
forehoof width (FhW), forehoof size (FhS), hind 
limb side view (HLSV), hind limb rear view 
(HLBV), fetlock from the side (FlFS), length 
of the fetlock (LF), angle of hoof wall (AHW)

Reduction in the number  
of the described traits

Six methods were compared to reduce the num-
ber of the described traits. Except for one method, 
n-tuples (1, 2, …, 12) of traits were omitted from 
the set of 36 traits, and significance was tested in 
the remaining traits. The n-tuples of traits were 
selected by combinatory analysis.

(1) Measure of genetic similarity between  
the traits

The level of genetic similarity was assessed by 
cluster analysis using the VARCLUS procedure 
(SAS, 2005). The genetic correlation matrix be-
tween all the 36 described traits provided the input 
data. Reduction in the number of the described 
traits consisted of the omission of the traits which 
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reached a low h2 value and at the same time were in 
a cluster near the other traits with a high h2 value, 
which indicates the high genetic similarity of the 
traits concerned.

(2) Measure of uncertainty
This method is based on the assumption that 

after reduction in the number of traits, the vari-
ability of a multivariate variable will be described 
in a worse manner, and the level of uncertainty will 
reach lower values.

The level of uncertainty is a function which as-
signs a non-negative number to the genetic var-
iance-covariance matrix and which fulfills the 
following requirements:

(i) addition of a new variable to the set does not 
decrease the uncertainty (while equality is 
attained if and only if the added variable equals 
a variable already included in the set multiplied 
by a constant)

(ii) uncertainty reaches its maximum for the given 
diagonal of the variance-covariance matrix if 
and only if there are just zeros outside the diago-
nal (e.g., given variables are independent) 

The validity of condition (i) can be deduced from 
Cauchy-Schwartz inequality (see e.g. Hardy et al., 
1952). The validity of condition (ii) is obvious.

The higher the uncertainty, the more independ-
ent are the variables in the set and the greater is 
their number. The uncertainty measure is defined

f(v)= √tr (G)2 – ∑g2
i  j

                           ij

where:
tr(G)  = trace of genetic variance-covariance matrix
gij  = element (ij) of genetic variance-covariance matrix G

The individual traits were stepwise omitted and 
the lower reduction value of uncertainty (f(v)) was 
determined by their omission.

(3) Value of the variance of aggregate genotype
This method employs the first principal compo-

nent to define aggregate genotype in a multi-trait 
selection index. The first principal component is 
the normalized linear combination of all the vari-
ables with maximum variance.

Therefore, for the additive genetic covariance ma-
trix G the first principal component is the vector of 
normalized relative weights a which would maximize 
variance in the aggregate genotype (Arnason, 1984):

H = a´g

where:
H  = value of aggregate genotype
a  = the first principal component
g  = vector of genetic values

Setting a equal to the first principal component of 
the G matrix results in maximization of the expres-
sion of the aggregate genotype variance (Arnason, 
1984):

σ2
H   = a´Ga

where:
σ2

H     = variance of aggregate genotype
a  = the first principal component
G  = genetic variance-covariance matrix

The number of traits was reduced by the traits 
in which the highest value of aggregate genotype 
variance was determined by their omission. The 
selection goal was changed by this method at the 
same time on the basis of the omitted traits.

(4) Variance of selection index at a reduction  
in traits in the selection goal

Similarly to method 3, maximization of selection 
index variance by means of the first principal com-
ponent was used. However, besides the variance-
covariance genetic matrix, the variance-covariance 
phenotype matrix was also included in this method 
(Arnason, 1984):

σ2
 I  1 = a´GP–1 Ga

where:
σ2

I  1   = variance of selection index
a  = the first principal component of the matrix GP–1G
G  = genetic covariance matrix
P  = phenotype covariance matrix

As in method 3, the number of traits was reduced 
by traits in which the highest value of selection in-
dex variance was determined by their omission. By 
applying this method, the traits both in the selec-
tion index and in the selection goal were reduced. 
The number of traits was reduced in G and P ma-
trices in this method. 

(5) Variance of selection index while maintaining 
the selection goal

In this method the value of selection index vari-
ance was estimated when the number of described 
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traits in the selection index was reduced and the 
number of the described traits in the selection goal 
was maintained. The traits to be omitted were se-
lected on the basis of the value of selection index 
variance, while the values of the selection goal were 
maintained:

σ2
 I  2 = a´CP–1 Ca

where:
σ2

I  1 	= variance of selection index when the traits in selection 
goal are maintained

a 	 = the first principal component of matrix G
C 	 = genetic covariance matrix between the traits of matrix 

P and G
P 	 = phenotype covariance matrix

As in methods 3 and 4, the number or traits was re-
duced by traits in which the highest value of selection 
index variance was determined by their omission.

(6) The value of correlation of a trait with  
the first principal component

This method selected those traits which had the 
highest value of correlation with the first princi-
pal component of the genetic variance-covariance 
matrix G (Flak, 1994):
               a´Girg,xi = ––––––––
           √σ2

H    σ
2
x  i

where:
rg,xi  	= correlation of a trait with the first principal compo-

nent
a 	 =  the first principal component of the genetic vari-

ance-covariance matrix G
Gi 	 = vector of the variance-covariance genetic matrix 

attributed to trait i
σ2

H   	 = variance of aggregate genotype
σ2

x  i 	 = genetic variance of trait i

Traits with a high value of rG,xi have a greater sig-
nificance in the description of the aggregate multi-
variate variable than those with a low value of rG,xi. 
This is the reason why 12 traits were omitted in 
which the lowest absolute value of correlation with 
the first principal component was estimated (rG,xi).

RESULTS AND DISCUSSION

Table 1 shows that significant genetic correlations 
were estimated for 32% of the traits (18% – P < 

0.01 and 14% – P < 0.05) and that coefficients of 
heritability for all the traits were estimated to be 
statistically significant (P < 0.01 or P < 0.05).

Reduction in the number  
of the described traits

Reduction in the number of the described traits 
from 36 to 24 was done on breeders’ requests. 
It is advisable to omit those traits of linear type 
description which do not contribute to the total 
description of a multivariate variable in a marked 
way. Using multivariate methods for investigation 
of such a variable material as are the conformation 
traits was the best choice, also as concerns reduc-
tion of their number.

(1) Measure of genetic similarity between  
the traits

The values of correlation coefficients were used 
as input data for cluster analysis (Figure 1). By ap-
plying cluster analysis, 19 clusters were formed 
which explained 83% of the variability. The par-
ticular clusters mostly corresponded to the above-
mentioned 4 groups of traits: front, body, rear and 
limbs. Only the traits HF, CrW, LV, and FlFV were 
included in the cluster of the other groups. It is 
similar with the trait SS, which did not, however, 
show such a close relationship to the other traits. 
On the contrary, no close correlation of NL, HP, TV, 
FiSV, ChD, HLBV, HLSV with the other traits was 
determined. Negative correlations were estimated 
between the traits SS, SL, LV, ChW, ChD, ChG, BW, 
CrW, CrL, CrP, FlFV, FiSV, NTe, NTo, HF, HLBV, 
FtSV, AHW, FlFS, FhSV, FhW, FhS, FtL, LF on the 
one hand, and the traits LL, CrS, ChL, TT, NL, TL, 
HLSV, HW, WL, WH, HP, TV on the other. 

In order to reduce the number of the described 
traits, it was advisable to omit the traits with low 
coefficient h2 and with high genetic similarity to the 
other traits. The value of 0.10 was set as the limit 
value of coefficient h2. Table 1 shows that 8 traits 
have lower or identical values: HLSV, HLBV, SS, 
FlFS, SL, CrL, FlFV, and LL. Of these 8 traits only 
6 traits can be omitted (SS, FlFS, SL, CrL, FlFV, and 
LL). The reason is that the traits HLBV and HLSV 
have low values of h2 (0.04 and 0.05), but unlike the 
remaining 6 traits they are not highly genetically 
similar to the other traits. As illustrated in Figure 1, 
which shows the percentage of variability explained 
by the particular clusters on the x-axis, if these 
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traits were omitted, the proportion of variability 
explained would decrease to 0.50 in HLBV and to 
0.38 in HLSV. This could result in great undesir-
able changes in the selection of this population. 
To ensure the total of 24 described traits, another 
6 traits with the lowest h2 value and with high ge-
netic similarity to the other described traits were 
omitted – NTe, LV, FhSV, TT, FhS, and WL. In these 
traits, h2 ranged from 0.12 to 0.19. If the above-
mentioned 12 traits are omitted, the percentage 
of explained variability decreases at most to 78%. 
The cluster analysis to reduce the number of the 
evaluated traits and factor in plant breeding was 
previously used by Sokolović et al. (2011).

(2) Measure of uncertainty 
Table 2 shows the values of uncertainty calcu-

lated on the basis of the omission of linear type 
description traits. When all the 36 traits of linear 
type description were included, the level of uncer-
tainty was 16.23. Along with the traits omission, 
the value of uncertainty decreased evenly (ca. by 
0.5%). HLBV was the first trait omitted. After the 
omission of 8 traits, the rate of a decrease in the 
value of uncertainty increased and after omitting 
12 traits , the value of uncertainty decreased by ca. 
1.5%. After the omission of the 12 required traits, 
the value of uncertainty was 14.84. These traits 

were selected for omission on the basis of the level 
of uncertainty: HLBV, SL, FhS, FlFS, SS, FtSVS, 
HLSV, CrL, NTe, FhSV, FtSV, and NL. As docu-
mented by the list of the traits, the traits HLBV and 
HLSV were selected. In these two traits no higher 
absolute values of genetic correlation to the other 
traits described were found. As shown in Table 1, 
the highest values of genetic correlation between 
these two traits did not exceed the absolute value 
of 0.39 for HLBV and 0.28 for HLSV. For these 
reasons, similar to those in cluster analysis, it is 
not advisable to omit these two traits from the lin-
ear type description of conformation. Comparison 
of the selected traits shows that this method lays 
greater emphasis on the value of genetic variance 
of traits, while the genetic relationship between the 
traits are less accentuated.

(3) Value of the variance of aggregate genotype
In the values of aggregate genotype (Table 2), a 

reduction in the number of evaluated traits leads 
to an increase in the values of aggregate genotype 
variance compared to the values of uncertainty. 
This is so because only the more important traits 
remain in the genotype. When the number of traits 
was reduced from 36 to 35, the value of aggregate 
genotype variance increased by 10%. With further 
reduction in the number of the traits, the increase 

SS
FtSV
FIFS
AHW
HLBV
FhSV
FhW
FhS
HF
ChG
ChD
ChW
BW
CrW
FIFV
NTE
NTo
SL
LV
CrL
CrP
FiSV
HW
WL
WH
HP
HLSV
FtL
LF
TV
TL
LL
ChL
NL
CrS
TT
	 0.85	 0.80	 0.75	 0.70	 0.65	 0.60	 0.55	 0.50	 0.45	 0.40	 035	 0.30	 0.25	 0.20	 0.15	 0.10	0.05

Proportion of variance explained

Figure 1. Cluster analysis
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in the value of aggregate genotype variance dimin-
ished until the value of aggregate genotype variance 
remained identical for the reduction in the number 
of traits from 25 to 24. Therefore, a further reduc-
tion in the number of traits was meaningless. Based 
on the value of aggregate genotype variance, the fol-
lowing traits should be omitted: LL, CrL, CrP, WL, 
WH, FlFS, SL, CrW, ChW, TT, FtL, and BW. The 
majority of the traits with low h2 and high correla-
tion with other traits of linear type description were 
omitted by this method, which satisfied the defined 
conditions for trait omission. The only exceptions 
were SS and FlFV, which reached the value h2 = 0.05 
or 0.08 and higher values of genetic correlation and 
were left in the evaluation. To reduce the number of 
traits to the required 24, the following traits were 
omitted: WL, WH, ChW, BW, CrW, CrP, TT, and 
FtL. These traits had a higher h2 value than the set 
limit 0.10 (in CrW h2 = 0.35), but they showed high 
values of genetic correlation with the other traits, 
and therefore they did not substantially contribute 
to the total genetic variance. This method reduced 
the number of the evaluated traits in the selection 
goal, but those traits, which did not contribute to 
the description of the multivariate variable in a 
significant way, were omitted.

(4) Variance of selection index with a reduction 
in traits in the selection goal

Like in the variance of aggregate genotype, by 
this method the reduction in the number of the 
described traits of conformation also led to an in-
crease in the values of selection index variance (σ2

I  1)  
to the same extent (Table 2). On the basis of this 
method, these traits were omitted from the evalu-
ation: WH, WL, CrS, CrW, SL, FlFV, TV, AHW, 
ChL, FlFS, LF, and FtL. Obviously, six traits were 
also selected on the basis of the value of aggre-
gate genotype variance. As shown in equation (6),  
phenotype values were included through the ma-
trix P in the estimation of selection index vari-
ance. However, these values were not adjusted for 
random errors of measurement. As already stated 
above, this result documents that in the remaining 
six traits environmental effects and errors of meas-
urement act in opposite directions. The reliability 
between the aggregate genotype and selection in-
dex is expressed by the relation r2

I  1,H = σ2
I    /σ2

H  , where 
σ2

H   is the variance of the selection goal reduced by 
the respective n traits. Vector a maximizes the ratio 
of the standard deviation of the selection index 
from the aggregate genotype, hence maximizing 
the correlation between the selection index and the 

Table 2. The values of uncertainty, aggregate genotype variance and selection index variance with a reduction in 
the number of traits

Number of traits f(v) σ2
H σ2

I  1 r2
I  1,H σ2

I  2 r2
I  2,H

36 16.23 2.48 1.37 0.538 1.3361 0.538

35 16.16 2.71 1.51 0.557 1.3360 0.538

34 16.09 2.89 1.63 0.563 1.3357 0.538

33 16.01 2.99 1.80 0.601 1.3351 0.538

32 15.94 3.08 1.83 0.593 1.3346 0.537

31 15.85 3.17 1.93 0.610 1.3339 0.537

30 15.76 3.28 1.98 0.605 1.3331 0.537

29 15.67 3.38 2.05 0.606 1.3317 0.536

28 15.55 3.45 2.12 0.614 1.3304 0.536

27 15.39 3.53 2.16 0.613 1.3286 0.535

26 15.22 3.60 2.19 0.609 1.3267 0.534

25 15.04 3.63 2.23 0.616 1.3240 0.533

24 14.84 3.63 2.23 0.615 1.3211 0.532

f(v) = level of uncertainty, σ2
H   = aggregate genotype variance, σ2

I  1  = selection index variance with a reduction in traits of selec-
tion goal, r 2

I  1,H = reliability between selection index and aggregate genotype with reduction in traits of selection goal, σ2
I  2 =  

selection index variance, r2
I2,H = reliability between selection index and aggregate genotype with unreduced selection goal
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aggregate genotype. Therefore, a higher correla-
tion between both variances was computed (r2

I  1,H =  
0.53 to 0.62).

(5) Variance of selection index while maintaining 
the selection goal

The omission of traits in the selection index while 
keeping to the selection goal led to a decrease in the 
values of selection index variance (σ2

I  2) compared 
to the two preceding methods (methods 3 and 4) 
– see Table 2. The following traits were omitted by 
this method: ChD, ChW, CrL, FhSV, FhS, FlFS, FtL, 
FtSV, HLSV, LL, Nte, and TL. Five traits were se-
lected by methods 3 and 5, and two traits by meth-
ods 4 and 5. Similarly to methods 3 and 4, the first 
principal component a, which maximized the vari-
ance of the selection index, was used in this meth-
od. Because the traits from the selection index were 
omitted, the values of the selection index variance 
(σ2

I  2) and the values of reliability of the selection 
index (r2

I  2,H) were decreased. Differences between 
the estimated variances of the selection index (σ2

I  2)  
showed negligible changes. This means that the 

selected traits in the selection index do not provide 
any significant information for the description of 
the selection goal. However, the low values of reli-
ability (r2

I  2,H), which ranged from 0.54 to 0.53 in 
relation to the number of omitted traits, suggest 
that the given selection index describes the overall 
selection goal with lower reliability.

Huang and Harding (1998) published that even 
though the first principal component (a) has maxi-
mum variance, selection may not achieve the maxi-
mum response. There are two additional concerns: 
(a) principal components may differ in different gen-
erations because phenotypic and genetic covariance 
matrix may be subject to change from generation to 
generation. This could lead to conflicting explana-
tions of underlying genetic processes; (b) genetic 
eigenvalues could be negative if the genetic variance-
covariance matrix is not positive definite. This hap-
pens mainly when lots of traits are being estimated 
at the same time. Means to overcome these prob-
lems include sampling more generations. To obtain 
positive definite variance-covariance matrices, the 
genotypic variance-covariance matrix was adjusted 

Table 3. The values of the coefficient of correlation of traits with the first principal component of matrix G

No. Trait r No. Trait r

1 HW –0.17 19 BW 0.71

2 HF 0.26 20 CrL 0.56

3 HP –0.10 21 CrW 0.80

4 NL –0.07 22 CrS –0.30

5 NTe 0.44 23 CrP 0.66

6 NTo 0.54 24 TT –0.55

7 WL –0.54 25 FlFV 0.29

8 WH –0.67 26 FiSV 0.29

9 TL –0.31 27 FtSV 0.02

10 TV –0.11 28 FtL –0.24

11 LL –0.62 29 FhSV 0.13

12 LV 0.58 30 FhW 0.33

13 SL 0.45 31 FhS 0.15

14 SS 0.03 32 HLSV 0.02

15 ChG 0.43 33 HLBV 0.09

16 ChL –0.38 34 FlFS 0.28

17 ChW 0.71 35 LF –0.28

18 ChD 0.52 36 AHW 0.12

r = coefficient of correlation of a trait with the first principal component of matrix G
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by the weighted bending method (see Vostrý et al., 
2011a).

(6) The value of correlation of a trait with the 
first principal component

The absolute values of correlation (r) between the 
particular traits and the first principal component 
ranged from 0.02 for HLSV to 0.79 for CrW (not 
published). Table 3 shows 12 traits with the low-
est absolute value r (in bold). On the basis of this 
value, the following traits were omitted to obtain 
the required 24 described traits: HLSV, FTSV, SS, 
NL, HLBV, HP, TV, AHW, ThSV, FhS, HW, and FtL. 
The omission of these traits documents that both 
the traits with the highest h2 – HP (h2 = 0.65) and 
HW (h2 = 0.57) and those with a low value of ge-
netic correlation (rG), with other traits (HLVS and 
HLBV) were omitted by this method. This method 
violated both conditions for trait omission, i.e. it 
omitted traits with a low value of rG in relation to 
other traits as well as those with a high h2 value.

Summarization of the reduction  
in the number of the studied traits

Table 4 shows the traits omitted by the particular 
methods. The FlFS trait was omitted by all used 
methods except for method 5. The traits FtL, FhSV, 
FhS, SL, and CrL were also omitted from the major-
ity of the methods used with the exception of two 
methods (CrL – 4 and 5, FhS – 3 and 4, FtL – 1 and 2,  
and SL – 5 and 6). On the contrary, nine traits in 
Table 4 (BW, ChD, CrP, CrS, FtL, HP, HW, LV, TL) 
were omitted by only one method. This table also 
demonstrates that the highest number of identical 
traits (8) was omitted by methods 1 and 2.

Methods 3 and 4 satisfied the defined condi-
tions for a reduction in linear type description 
traits in the best way. The reason is that method 1 
was based on a subjective selection of traits, and 
method 2 placed a greater emphasis on the value 
of genetic variance of traits and less emphasis on 
correlations between the traits. The trait HLBV 
was omitted by method 5, which would have to 
be maintained in the description, in accordance 
with the low value of genetic correlation with the 
other traits. Method 6 violated both conditions 
for the omission of traits, i.e. it omitted both the 
traits with a low value of rG (HLBV and HLSV) 
with the other traits and the traits with a high h2 
value (HP and HW). Methods 3 and 4 satisfied the 

criteria for a reduction in the number of described 
traits. As shown by the values of rI1,H, these two 
methods are very similar. During reduction of the 
described traits we worked out a large matrix with 
very complicated mutual relationships. Altogether 

Table 4. Comparison of the methods of selection

Trait
Methods

1 2 3 4 5 6

AHW + +

BW +

CrL + + + +

CrP +

CrS +

CrW + +

FhS + + + +

FhSV + + + +

FlFS + + + + +

FlFV + + +

FtL + + + +

FtSV + + +

HLBV + +

HLSV + + +

HP +

HW +

ChD +

ChL + +

ChW + +

LF +

LL + + +

LV +

NL + +

NTe + + +

SL + + + +

SS + + +

TL +

TT + +

TV + +

WH + +

WL + + +

r2
I    2,H 0.507 0.506 0.413 0.448 0.532 0.484
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31 out of 36 traits were omitted by the particular 
methods. Only five traits (HF, NTo, ChG, FhW, 
FlFS) were not omitted by any method. With the 
exception of traits of the rear, it was always one or 
two traits from each group of traits.

Because horse conformation is described on the 
basis of phenotype expression, the particular meth-
ods were compared as to how they complied to 
the unreduced selection goal. This evaluation was 
performed by means of correlation between the se-
lection index and the aggregate genotype. The se-
lection index was represented by n-tuples of traits 
remaining in the selection goal after the omission 
of 12 traits. The traits in the selection index were 
constantly changed in accordance with the given 
method. The selection goal was represented by the 
genetic covariance matrix comprising all 36 traits. 
The estimated reliabilities of selection indexes (r2

I    2,H)  
(Table 4) were calculated by method 5. As docu-
mented in Table 4, method 5 reached the highest 
value (r2

I   2,H) because the traits that maximized r2
I   2,H  

were omitted from this method. The next highest 
value was equally reached by methods 1 and 2 (r2

I    2,H = 
0.507 and 0.506), even though method 2 did not 
lay great emphasis on genetic relations between 
the particular traits (rG). In method 1 the traits 
were selected on the basis of subjective evaluation. 
Method 6, in which both conditions of omission 
(low h2 value and high value of rG) were violated, 
reached medium values of r2

I  2,H. On the contrary, 
the lowest values of r2

I  2,H were estimated by meth-
ods which satisfied both conditions of omission 
– methods 3 and 4. Based on this knowledge and 
on the fact that the particular traits are described 
on the basis of phenotype expression, method 5 
(Variance of selection index in the maintenance 
of selection goal) was chosen for reduction in the 
described traits, although the trait HLBV is not de-
scribed by the selection index comprising the traits 
selected by method 5. Nevertheless, this selection 
index complies with the selection goal in the most 
reliable way. These results are consistent with the 
conclusions of Godshalk and Timothy (1988) that 
compared three multivariate analysis methods 
(principal factor analysis, maximum-likelihood 
factor analysis, and principal component analy-
sis). Godshalk and Timothy (1988) reported that 
the principal component analysis had the highest 
correlation with index selection. The high corre-
lation for principal component with index selec-
tion indicates the potential for using this statistical 
method for selection purposes.

CONCLUSION

The results documented that the reliabilities of 
selection indexes were estimated by tested methods 
between 0.41 and 0.53. Variance of selection index 
in the maintenance of selection goal was chosen for 
a reduction in the described traits. By this method, 
the highest value of reliability with the selection 
goal was estimated.
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